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This paper deals with the problem of uniqueness of best Chebyshev
approximations by subspaces of spline functions on compact subsets T of lit
Necessary and sufficient conditions ensuring uniqueness of best approximations are
given and a characterization of strongly unique best approximations using best
approximations on finite subsets of T is established. Moreover, problems where a
best approximation is unique on an interval I but is not a unique best
approximation on any finite subset are considered. © 1985 Academic Press, Inc.

INTRODUCTION

Let T be a (nonempty) compact subset of IR and C(T) the space of real·
valued functions on T, where C(T) is normed by Il/il:=
sup{l/(x)l: XE T}. Suppose that G is an n-dimensional subspace of C(T)
then the set of best Chebyshev approximations to a function I in C( T) out
of G is defined by

{go E G: III - gall = inf{ III - gil: g E G} }.

This paper deals with an approximation problem where G are subspaces of
spline functions Sm(LI) of degree m - 1 with k fixed knots, n = m + k. We
study the relationship between best approximations for problems defined
on compact sets T and finite subsets thereof. In particular, we consider
problems where the best approximation is unique.

First, we study approximation problems on finite subsets T. Rice [10]
has defined a "strict approximation" s(J, T) which is a particular unique
best Chebyshev approximation. If G is a spline subspace these strict
approximations have been characterized in [15, 16]. Here we construct a
subset ReT such that R has at most 2n points and s(J, T) is the (unique)
strict approximation to I on R. Similar results are not true for
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approximation problems defined on an interval I, in general. Let f be a
function on I which has a strongly unique best approximation so; then we
can construct a subset R as above such that R contains at most 2n points
and So is a (strongly) unique best approximation to f on R. Strongly uni
que best approximations can be characterized by such subsets (see also
Brosowski [2]). To determine a best approximation we compute strict
approximations s(f, TJ on certain finite subsets Ti. If f has a strongly uni
que best approximation So, then we can define a sequence of subsets T i

such that {s(f, TJ} converges to so. Moreover, we give conditions where
{s(f, Ti)} converges if f has not a strongly unique best approximation. The
above-mentioned finite subsets R which contain at most 2n points play an
important role in this construction.

Finally we consider finite subsets which "fill out" an interval I and give
examples where a best approximation is unique on I but is not unique on
any finite subset. We shall show that this is true if f has not a strongly uni
que best approximation.

1. PRELIMINARIES

Let a function f in C(T) be given. We use the following notations: We
denote by E(f) the set of extreme points of the function f on T,

E(f) = {XE T: If(x)1 = Ilfll}·

A function f is said to alternate on the points t 1 < ... < thin T if
fUJfUi+l) <0, i=1,...,h-1 and we call points t 1 < .. · <th in Talter
nating extreme points of f if p.( -1 )'l'(tJ = Ilfll, i = 1,..., h, p. E { -1, 1}.

If the subset U of T contains at least two alternating extreme points, then
we count the number of alternations of f in U by

A u(f) = max {p: there exist p + 1 alternating

extreme points off in the subset U}.

If U does not contain two alternating extreme points, we write A u(f) = O.
We also consider approximation problems defined on compact subsets

U cT. Let Ilfll u := sup{ If(x)l: x E U}. Then the set of best Chebyshev
approximations to f out of G on U is defined by {go E G: Ilf - goll u =
inf{ IIf - gil u: gE G}}, where G is an n-dimensional subspace of C(T).

A subspace G satisfies the Haar condition if g E G, g(x) = 0 at n distinct
points of T implies g == O. In this case the best approximation is always uni-
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que. Moreover. there exists a subset U of T for the best approximation go
which contains n + 1 points such that go is also a unique best
approximation from G to f on U.

If G does not satisfy the Haar condition we do not have similar results.
In this paper we shall study problems concerning uniqueness of best
approximations. Moreover. we consider the relationship between best
approximations for problems defined on a set T and the best
approximations on subsets of T.

We shall need the following notations: A subset {gl,'''' gn} of linearly
independent functions of C( T) is called a weak Chebyshev system if every
function g in G = span{g I •...• gn} has at mst n - 1 sign changes on T. The
subspace G is called a weak Chebyshev subspace. The subset {gi }7~ I is
called a complete weak Chebyshev system if the subsets {g;}7~ I are weak
Chebyshev systems for k = 1•...• n. The subspace G is called a complete weak
Chebyshev subspace if G contains a basis {gi}7~ I which is a complete weak
Chebyshev system.

LEMMA 1.1. Let G be an n-dimensional weak Chebyshev subspace of
C( n. where T is a compact subset of IR.

(a) Then G is a complete weak Chebyshev subspace.

(b) Given -oo=tO<tl < ... <tn_l<tn=oo with {t;}7,:-lcT. Then
there exists a nontrivial g in G such that

XE[ti_l,t;)nT, i=l, ...• n.

For a proof of (a) and (b) see [13] and [4].
Suppose that go is a best approximation from G to f on T. A subset S of

the extreme points of f - go is said to be a critical point set if go is a best
approximation to f on S but is not a best approximation to f on any
proper subset of S (see [10]). A critical point set contains at most n+ 1
points. If G satisfies the Haar condition. then a critical point set has exactly
n + 1 points.

Now we shall consider subspaces of spline functions.
Let L1 = {xi}7=1 with a=xo<xl < ... <Xk<Xk+1 =b be a partition of

1= [xo. Xk+ I]. The subspace Sm(L1) of polynomial spline functions of degree
m - 1 (m ~ 2) with simple fixed knots at L1 is defined by

Sm(.~1) = {s E Cm-2[a, b]: s I[xi,xi+Il E lIm_I. i = 0...., k},

where lIm _ I denotes all polynomials of degree ~m - 1. Moreover. we
define the following subspaces:
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Let lbe an interval satisfying (xo, xk+dclc [xo, Xk+l] and let Tbe a
compact subset of I. Then

Sm(I) = {s: SE Sm(LI):

if I = (xo, Xk+ I], then s(i)(xo) = 0, i = 0,..., m - 2,

if I = [xo, Xk + d, then S(i)(Xk + d = 0, i = 0,..., m - 2,

if 1= (xo, Xk+ d, then s(i)(xo) = S(i)(Xk+ d = 0,

i=O, ..., m-2},

A local basis of Sm(I) will be very useful. Let the partition LI be given. A
partition J={xi}7=_m+I' n=m+k, with X_m+l< ... <xo< ... <
Xk + 1 < ... < Xn is called an extended partition associated with LI.

Suppose that M i, i = -m + 1,..., k is the mth order B-spline associated
with the knots Xi'"'' Xi+m (see [12, p. 118]). We also denote Mil J by M i,
where Jis a subset of [x_ m+I' Xm+kJ. Then Sm(I) = span{M -m+ 1 , ... , Md
if 1= [XO,Xk+I], Sm(I)=span{Mo, ...,Mk } if I=(xo,xk+,] and Sm(I)=
span {Mo,"" Mk-m+d if 1= (xo, xk+d.

PROBLEM I. Let the partition J = {x i }7= -m+" n ~ 1, be given and let
l=(x_ m+

"
x n ). Suppose that Tis a compact subset of [X_m+I,Xn ] such

that dim Sm(l, T) = n. Let f be a function in C(T). Determine the best
approximations from Sm(/, T) to f on T.

Now we shall consider characterization theorems for best
approximations to f (see [15]).

THEOREM 1.2. Let Problem I be given, where T c (x _ m+ I' x n ).

(a) Then So is a solution of Problem I if and only if there exists a sub
interval J R and a subset R = {u;}r~) c Tn J R such that f - So has alter
nating extreme points on R, where Rand J R satisfy

(X_m+I,X n ) if p=l,q=n,

[xp_l,xn ) if p>l,q=n,
J R = (1.1)

(x_ m+I' X_ m+q+I] if P = 1, q< n,

[xp_I,X_m+q+l] if p>l,q<n,q-p~m-l

and

i= p+ 1,..., q.

(b) The best approximations are uniquely determined on JR'
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(c) A subset SeT is a critical point set of f - So if and only if there
exists a subinterval Js corresponding to S such that Sand Js satisfy the
properties of (1.1 ).

If R is a critical point set off - so, then we denote the subinterval J R to be
associated with R.

Remark. The subspace Sm(I) is spanned by B-splines. But it is possible
to derive characterization theorems for all kinds of boundary conditions
from Theorem 1.1 (for details, see [15]). For example, if we set n = m +k
and T= [xo, Xk+ I] we obtain the problem which was considered in [10]
and [11] that is an approximation problem defined on [xo, Xk + I]. The
characterization of best approximations in these papers follows
immediately from this theorem.

2. UNIQUENESS

First, we want to study the problem of uniqueness of best
approximations in this section. Alternation properties of the error function
are very important. Let So be a solution of Problem I. If there exists a sub
interval [Xi' X i +J+ m - l ] satisfying

(2.1 )

then So is nonunique. This result for the subspace Sm(Lf) has been proved in
[14]. Using Lemma 1.1 it can be easily seen that the result is also true for
Problem I.

Now, we shall need the following notation: A function go is called a
strongly unique best approximation from a subspace G of C(I) to f if there
exists a constant k > 0 such that

Ilf - gil ~ Ilf - goll +k Ilg- goll for all g in G.

Let Problem I be given where Tel Suppose that So is a solution. Then So

is a strongly unique best approximation to f on T if and only if

for all (Xi' X i +J + m - del (2.2)

It has been shown in [6] that these assertions are true if G = Sm(Lf). The
result is deduced from a general characterization theorem for strongly uni
que best approximations in weak Chebyshev subspaces. The above result
also follows from this theorem.

Now, we shall study strongly unique best approximations. We consider
the relationship between best approximations for problems defined on sets
and the best approximations on certain subsets thereof.
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First, we shall give an inductive definition of a function. This construc
tion plays an important role in the theory of strict approximations (see
[15,16]). For a definition of strict approximations see [10].

DEFINITION 2.1. Let Problem I be given. Suppose that T is a finite sub
set of ~ where dim sm(1, T) = n. Set Go = sm(1), 10 = tP and
Zo = {- m + 1,..., n - m}. Then we define for j;:: 1 the following sequence
of functions Sj: Let Gj be the set of best approximations to the function

(i.e. f if j = 1) on Tj = Tn {1\1j - d

out of span {{MiLEZi_J and let Sj be a function in Gj. Suppose that Ij is a
subinterval of 1\~-1 which is associated with a critical point set R j of
(f-(sl+"'+Sj))' Let Yj:=llf-(s,+"'+sj)IITj" Then we define
~= ~_I U I j and Zj= {i E Zj_l: {x:Mi(x) # o} n ~ = tP}. This construction
is continued until Zt = tP for some t.

The function s(j, T) = SI + ... + St is called the strict approximation of f
on T. {(Ii' R i, Yi)}:=1 is said to be associated with s(j, T).

LEMMA 2.2. Let s(j, T) be defined as above. Then the following asser
tions will hold:

(a) R = U:= I Ri contains at most 2n points.

(b) Let slR=Ofor some SESm(l); then S=O.

Proof It can be easily seen that the assertions will hold for n = 1. We
now proceed by induction on n. Suppose that the theorem is correct for
n - 1 and suppose that sm(1) is a subspace defined on 1= (x -m + I' x n ). It is
obvious that °is a best approximation to e = f - s(j, T) from sm(1) on T.
There exists a critical point set R , associated with a subinterval II' We
only consider the case where n =m + k and II = [xp_ l , X-'m+q+ I] C
[XI,Xk]' q-p~m-1. Then we conclude from Theorem1.2 that
R I = {t i}r;-;. It follows from properties which are proved in [15] that
sm(1, Rd satisfies the Haar condition and that SIRl == °implies si ft =°for
all S E Sm(II)' Now we apply the induction hypothesis to the function
e=f-s(j,T) on the subintervals 12=(X_m+I,Xp_l) and 13 =
(x _m+ q+ I' Xn)' Using the construction of s(j, T) it follows that the subsets
R2 = R n 12 and R3 = R n 13 satisfy the properties of the lemma relative to
Sm(l2) and Sm(l3), respectively. R2contains at most 2(p - 1) points and R3
at most 2(n - q) points. Hence R contains at most 2n - q + P points.
Moreover, we obtain that SIk =°for SE Sm(1J implies SI1: =°for all
SE sm(lJ, i = 2,3. Therefore SI~ =°implies S17, =°for all S~ Sm(l). The
other cases of II can be similarly shown.
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The process of Definition 2.1 cannot be carried out on a compact set T,
in general. For example, let T = [x -m + I' x n ] in Problem I; then it is
possible that {x-m+d or {xn } is a critical point set. Then the best
approximation is uniquely determined on one point, in general. Therefore
we consider a modified subset. Let Problem I be given and
Tc(x_m+l,xn ). Then

n-I

ie = (x_ m+I' x n )\ U {(Xi - 6, xJ U (Xi' Xi+ 6)}
i=-m+2

for some 6 > 0 and f e = Til ie .

Using Theorem 1.2 we can show that the construction of Definition 2.1 is
also possible for the subset feo 6> 0 and sufficiently small. Hence we obtain
a function s(f, f e ) = L:~ I Si such that Sj is a best approximation to
f - (SI + ... + Sj_ don f e II {1\l;- d for all j = 1'00" t, where the partition
{(Ii> R i, yJ }:~ I corresponds to fe. The functions s(f, f e) can be con
sidered as strict approximations on f e (See [16]).

We shall use this construction to characterize strongly unique best
approximations.

THEOREM 2.3. Let Problem I be given and Tel Suppose that So is a
strongly unique best approximation to f Then the following assertions will
hold:

(a) There exists a d>O such that So = s(f, t e ) for all O<6~d.

Corresponding to all functions s(f, f e ), 0 < 6 ~ d, we have a partition

{(Ii' R i, yJ }i= l' where Yi= Yi+ I' i = 1'00" t-1.

(b) The function So is a unique best approximation to f on R =

U:~IRi'

Proof It follows from (2.2) that exists a constant d> 0 such that

(2.3 )

where 0 < 6 ~ d. We conclude from Theorem 1.2 that 0 is a best
approximation from sm(1) to f - So on Te. Moreover, there exists a critical
point set which is associated with a subinterval II' We only consider the
case where II = [xp _ l , X_m+l+q]. Then it follows from (2.3) that

and
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Hence there exists a critical point set of f - So associated with a subinterval
12 in 'l\I1 relative to Sm('l\I1 ). Moreover, we see that Yl=Y2' where
Yi= Ilf -sollt,nJi' i= 1, 2. Using these arguments we are able to apply the
construction of Definition 2.1 to the function f - So on 1'. and we obtain a
partition {(Ii' R i, Y;) }: = l' where Yi = Yi + l' i = 1,..., t - 1. It follows from
these properties that So = s(J, Te ) for all 0< e~ d. Moreover, we conclude
from the construction that So is a unique best approximation to f on R.

DEFINITION 2.4. Let fE C(T) and SoE Sm(l, T). If there exists a par
tition {(Ii' R i)}:= 1 satisfying the conditions of Theorem 2.3(a), then we say
{(f;, R;)}:=l is to be associated with So'

It follows from Lemma 2.2 that R = U:= 1 R i contains at most 2n points
and SIR=O implies s=o for all sESm(1), where 1(/ -so)(t)1 = Ilf -Soil for
all t E R.

THEOREM 2.5. Let Problem I be given and Tel Then the following
assertions are equivalent:

(a) The function f in C(T) has a strongly unique best approximation

(b) There exists a partition {(Ii' R;)}:=l which is associated with so'

Proof If f has a strongly unique best approximation so, then the asser
tions of (b) follow from Theorem 2.3. Assume to the contrary that (b) is
satisfied. Then it follows from Theorem 1.2 that So is a unique best
approximation to f on R = U:= 1 R i . Hence we conclude from [1] and the
properties of R that So is strongly unique.

Remark. It has been shown in [2] that strongly unique best
approximations can be characterized by finite subsets satisfying properties
as above.

These results are important to the computation of best Chebyshev
approximations. In [16, 17] the following algorithm is studied:

ALGORITHM 2.6. Let Problem I be given and Tel Let f be a function
of C( T). Suppose that T. = Tn Ie is a compact subset of 1 satisfying
dim sm(l, Te ) = n and To is a finite subset of T. such that dim Sm(l, To) = n.
At the ith step is defined a finite subset Ti of T. and s(J, T;) is a best
approximation from Sm(I) on Ti as defined in Definition 2.1. Let {Iij} J'= 1 be
a partition of 1 corresponding to s(J, TJ Suppose that y ij is a point of
Te n I ij such that

1(/ -s(J, T;))(Yij)1 ~ 1(/-s(J, T;))(x)1

Then Ti+ 1 is given by Tiu {Yij}j=l'

for all x E T. n Iij' j = 1'00" ti.
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The algorithm defines a sequence of finite subsets Ti and determines best
approximations s(j, T;) on Ti • Corresponding to s(j, T;) we have partitions
{(Iij' Rij' Yij)}J= l' The sets R i = Uji= 1 Rij playa similar role as the so-called
"references" in the Remez algorithm for subspaces satisfying the Haar con
dition. It follows from Lemma 2.2 that R i contains at most 2n points.

THEOREM 2.7. Let Problem I be given and Tel Suppose that f has a
strongly unique best approximation so' Then there exists a d> 0 such that the
following assertions will hold:

(a) The sequence s(j, T;) of Algorithm I converges to So on T for all
O<e~d.

(b) Let {(Iij' Rij' Yij)}J=1 be partitions corresponding to s(j, T;) and
let R i = UJ= 1 Rij. Then each cluster point R of {R i

} satisfies the following
property: SiR == 0 implies s == 0 for all s E sm(1).

(c) Thefunction So is a unique best approximation from sm(/, R) to f
on R.

Proof It follows from arguments as in [16] that s(j, T;) converges on
each set T. to a best approximation. Now we conclude from Theorem 2.3
that there is a d> 0 such that So = s(j, 1'.) for all 0 < e~ d. Hence the
sequence s(j, T;) converges to So for all 0< e~ d. The other assertions
follow as in [16].

Remark. If the cluster points of {Rij} do not satisfy the properties of
Theorem 2.7(b) then there arises problems in Algorithm 2.6. Then it is only
possible to determine the best approximation on 1'., in general.

If f has not a unique best approximation then we obtain the following
theorem.

THEOREM 2.8. Let Problem I be given and Tel Suppose that there is a
function So E sm(1) and d> 0 such that So = s(j, 1'.) for all 0 < e~ d. Then the
assertions of Theorem 2.7(a), (b) are true. Let R be a cluster point as in
Theorem 2.7 then So is a strict approximation from Sm(l, R) to f on R.

This theorem can be proved as Theorem 2.7. The function So can be con
sidered as a strict approximation for an approximation problem defined on
an interval.

3. NONUNIQUENESS ON FINITE SUBSETS

In this section we shall study approximation problems on an interval
and on subsets which "fill out" the interval. We shall need the following
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notation: Let X be a compact subset of IR and Ya subset of X. We define
the density of Y in X by d(X, Y) = max XE x infyE yl (x - y)l·

THEOREM 3.1. Let the interval 1= [a, b] be given, let G be an n-dimen
sional subspace of C(I) and f be in C(1). Suppose that So is a unique best
approximation from G to f which is not strongly unique. Then there exist
finite subsets R. of I for all Ii> 0 satisfying d(I, R.) < Ii such that So is a best
approximation from G to f on I but So is not unique on R•.

Proof Let R I be a critical point set of f - so. Then So is a best
approximation from G to f on R I . Let R. in I be a finite subset such that
d(1, R.) < Ii, R I C R. and SiR, == 0 implies s == 0 for all s E Sm(I). Then it
follows that So is a best approximation to f on R. which is not uniquely
determined. Assume to the contrary that So is a unique best approximation
on R.. Then we conclude from [1] that So is a strongly unique best
approximation on 1. This contradiction proves the theorem.

Remark 3.2. There exist unique best approximations which are not
strongly unique. We shall give a simple example and consider Problem I.

Let the partition L1 = {xd be given where Xo = 0, X 1= 1, X2 = 2. Suppose
that S2(1), 1= [0, 2], corresponds to L1 and the function f is defined as
follows: f(x)=8(x2-x)+1 for XE[O, 1] and f(x) = -2x2+4x-1 for
x E (1,2]. It is obvious that 0 is a unique best approximation to f But 0 is
not strongly unique since A (XI,Xl)(f) = o.

A characterization of uniqueness for problems defined on [a, b] has been
given in [9] and for subspaces of generalized Tchebycheffian splines in
[8].

Remark 3.3. Dunham [5] has established a sufficient condition such
that the best approximations on all sufficiently dense subsets must be uni
que. Moreover, a special approximation problem is given which satisfies
properties as in Theorem 3.1.
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